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A B S T R A C T

In this study, the binding of allergens to antibody-receptor complexes was investigated. This process is important
in understanding the allergic response. A BioNetGen model that simulates this process, combined with a novel
method for encoding steric effects via the optimization of the cutoff distance and the rule binding rate, was
previously developed. These parameters were optimized by fitting the model output to the output of a 3D
simulation that explicitly represents molecular geometry.

In this work, the parameters for the BioNetGen model were optimized using an adaptive-network-based fuzzy
inference system in order to predict the rule rate and cutoff distance given a residual-sum-of-squares value or a
probability distribution. The fuzzy systems were constructed using fuzzy c-means clustering with existing data
from BioNetGen model parameter scans used as the training data. Fuzzy systems with various input data and
number of clusters were created and tested. Their performance was analyzed with regard to the effective op-
timization of the rule-based model.

The study found that the fuzzy system that uses a residual-sum-of-squares value as the input value performs
acceptably well. However, the performance of the fuzzy systems that use probabilities as their input values
performed inconsistently in the tests and need further development. This methodology could potentially be
modified for use in fitting other biological models.

1. Background

1.1. Introduction

Fuzzy inference systems (FISs) are models that consist of a set of IF-
THEN rules in which the antecedents and/or consequents of the rules
are fuzzy rather than crisp [26]. The rules can be provided by a human
expert, but it can be highly useful for the rules to be constructed au-
tomatically using only a set of training data and an appropriate learning
algorithm. Various FIS learning algorithms have been developed. FISs
can be applied to regression and classification problems in various
fields including robotics, data mining, prediction, estimation, control,
and computational biology.

In this paper, a novel application of FISs in the field of biology is
examined; namely, the optimization of the parameters of a biochemical
rule-based model implemented in BioNetGen [2]. Ideally, this method
would require only one parameter scan to generate the set of data used
to train the FIS. In general, BioNetGen models consist of a set of “rules”
that control interactions between molecules. In a previous line of work,
a BioNetGen model was developed that captures the binding

interactions between molecules of the shrimp tropomyosin Pen a 1 and
IgE antibody-receptor complexes that lead to the formation of ag-
gregates. This biological process is of interest because the size and
structure of these aggregates is important in understanding the allergic
response in shrimp-allergic human subjects; aggregate size and struc-
ture is theorized to be linked to the strength of the allergic response.
Such knowledge could be useful in developing treatments for people
with allergies, such as the administration of recombinant hypoallergens
[25]. The purpose of using this BioNetGen model is to determine the
probability that an aggregate of a particular size will be formed. The
term aggregate size is used to refer to the number of IgE antibody-re-
ceptor complexes bound to a single Pen a 1 molecule. The BioNetGen
model output was used to calculate these probabilities.

The Pen a 1 allergen is a shrimp tropomyosin. It is a dimer; it has a
double-stranded coiled structure. In previous experimental work, ten
binding regions of the double-stranded Pen a 1 molecule have been
identified (five per strand) [1,13,23]. However, in previous work per-
formed by colleagues, one large binding region was effectively split into
two regions based on a study of conditional binding probabilities of
these two regions [17]. Consequently, in this work, each Pen a 1
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molecule is treated as having a total of 12 binding regions (six per
strand). This means that there are 13 possible aggregate sizes (0–12
regions can be bound).

Two parameters of the biochemical rule-based model must be op-
timized: the cutoff distance and the rule binding rate, which is referred
to throughout this paper as the “rule rate”. The cutoff distance is the
distance between tropomyosin binding sites at or below which steric
effects become strong enough to significantly reduce the probability of
a binding event taking place at a neighboring tropomyosin binding site.
Steric effects are encoded between the binding sites by changing the set
of rules according to the cutoff distance. The rule rate is the probability
that an event encoded by that rule will occur. For this simple model, it
was assumed that the same rate is associated with each rule. Previously,
the determination of the rule rates for the rule-based model was
achieved via parameter scanning, which can be time-consuming and
risks skipping over the best fit if the step size is too large. An algorithm
that uses the Metropolis method has also been employed, though it can
also be time-consuming. FISs only take a maximum of a few minutes to
train for this model, and they can produce output instantaneously given
a set of input values. The greater efficiency and possibly greater accu-
racy of the FIS method of parameter optimization are the motivations
for applying this method to the optimization of this BioNetGen model.

The method presented in this paper could potentially be modified
for implementation in other biological models. For example, the
method could be applied to any other rule-based model in order to
optimize the rule rates. In addition, fuzzy inference systems could be
used to optimize various parameters, such as reaction rates, decay
coefficients, and production coefficients, for a wide variety of biological
models, as long as experimental data or another type of training data is
available. A common reason to optimize the parameters of a biological
model is to fit the model output to a set of experimental data. Because
experimental data for this particular biological process is not currently
available, aggregate size data from a three-dimensional rigid-body
Monte Carlo simulation previously developed by collaborators was used
instead [18]. The rule rate and cutoff distance for this biological model
are optimized to reduce the difference between the aggregate size dis-
tribution of the Monte Carlo data and that of the rule-based model. This
difference is quantified by calculating the residual sum-of-squares (RSS)
value between the aggregate size distribution generated by the rule-
based model and that generated by the Monte Carlo simulation.

There are multiple options for designing an FIS for this optimization
problem since there are 13 possible aggregate sizes, a cutoff distance, a
rule rate, and an RSS value associated with each training data point. All
of these parameters could be used as input parameters for the FIS. A
single-input FIS with only one input parameter or a multiple-input FIS
with more than one input parameter could potentially be constructed.
The main contributions of this work are the creation and testing of
different FISs, including single-input and multiple-input systems, and
an analysis of their performance with regards to the effective optimi-
zation of the rule-based biological model implemented using
BioNetGen. The results suggest that the single-input RSS system per-
forms acceptably well, but that the performance of the multiple-input
systems is inconsistent, with one system performing well and the other
systems performing poorly.

1.2. Related work

1.2.1. Fuzzy inference systems
There have been numerous learning algorithms developed for FISs.

One of the earliest and most widely used algorithms is the Wang-
Mendel technique [26], in which the input and output spaces are di-
vided into fuzzy regions that form the basis of the fuzzy rules, and each
rule is assigned a degree of usefulness. The adaptive-network-based
fuzzy inference system (ANFIS) [14,15] is a two-stage model. The for-
ward stage consists of multiple layers, including fuzzification, in-
ference, and other calculations; parameter learning using the least-

squares method takes place in the backward stage. In the subtractive
clustering and fuzzy c-means method [3,27], rule cluster centers are
determined by calculating the distance of each data point from every
other data point, and then optimizing the clusters using fuzzy c-means.
The MOGUL method [5,9] uses iterative rule learning to generate
chromosomes that consist of the rule membership function parameters.
In the fuzzy inference rules by descent method [21], the antecedent
membership function is an isosceles triangle, and the consequent part of
the rule is a real number obtained using a descent method.

1.2.2. Biological rule-based modeling
Biological signaling systems can be composed of macromolecules,

which can exist in a large number of functionally distinct states. The
number of possible states scales exponentially with the number of
possibilities for modification [28]. When modeling these systems, the
problem of how to specify such large systems is an important issue.

One solution is implicit specification. With this solution, sets of
reactions are coarse-grained into rules. Rules define the conditions
needed for molecular transformation reactions and interactions be-
tween molecules [4]. All rules have rate laws associated with them [4].
All reactions specified by a single rule are associated with the same rate
law. The rules can usually be specified independently of each other.
Rule-based specification methods include BioNetGen [2], which was
used in this project, Kappa-calculus [6], ANC [22], and ML-Rules [20].

Biological rule-based modeling methods include population-based,
particle-based, and hybrid methods. Population-based methods include
numerical integration of ordinary differential equations and partial
differential equations as well as the stochastic Gillespie algorithm. With
population-based methods, when a rule is applied, the size of one or
more of the populations is changed. A population is made up of all
molecules of the same state and same species. Methods to reduce the
size of the state space, which can be quite large, have been proposed
[28].

On the other hand, particle-based rule evaluation, which is network-
free, involves the tracking of individual particles (molecules and mo-
lecular complexes) throughout the simulation [4]. At any point in time,
only the existing particles, their states, and the possible reactions for the
existing particles are needed to continue the simulation. Spatial par-
ticle-based methods include SRSim [7] and MCell [16].

With the biological rule-based modeling approach that was used in
this work, the biological rules are constrained by the geometry of the
molecules involved in the model. This differs from traditional ap-
proaches to rule-based modeling.

1.2.3. Geometric molecular modeling
The spatial simulation software SRSim [7] combines rule-based

modeling, molecular dynamics, and a stochastic simulator. It allows
molecular geometry to be provided by the user via data files. The
geometric modeling method that was used in this work is different in
that it is a purely rule-based ordinary differential equation model that
does not need additional data files to run because the molecular geo-
metry is encoded into the rules.

The Meredys [24] software is stochastic and particle-based. It uses
Brownian dynamics to simulate reaction-diffusion systems. Meredys
requires the specification of details such as molecule positions, mole-
cular geometry, reaction site positions, and reaction types. The geo-
metric rule-based method that was used in this work is population-
based. Furthermore, it only requires the distances between binding
regions on a single allergen molecule in order to create the model.

The 3D Monte Carlo method used in this project was previously
developed by collaborators [17]. It simulates molecular systems on a
larger scale than other computational methods for modeling two-mo-
lecule ligand-receptor docking. In addition, the method that was used
for this project employs more realistic geometric molecular models than
do existing methods for self-assembly of molecular structures, such as
those employing simple bead models [8].
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1.3. Contributions

The contributions of this work are as follows:

1. The proposal of an effective method for fitting the parameters of a
biological rule-based model using fuzzy inference systems.

2. The development of fuzzy inference systems that achieve accuracy
greater than or equal to that of the previously employed method
with regards to finding optimal values for the parameters of the
biological rule-based model.

3. The improvement of the efficiency of this fitting method compared
to the previously used fitting method.

2. Methods

For the application of a FIS to the BioNetGen model, the ANFIS
method was chosen based on its easy-to-use implementation in
MATLAB and its customization options. This method employs an
adaptive network that is composed of nodes and directional links that
connect the nodes, and at least some of the nodes are adaptive (the
nodes are associated with parameters that are adapted to minimize an
error of measure according to the learning rules of the network) [14].
ANFIS uses hybrid learning rules that combine the gradient method and
the least squares estimate [15].

An initial fuzzy inference system (FIS), which includes the fuzzy rule
base and membership functions, was generated using fuzzy c-means
clustering. The parameters of this initial system were then trained
further using ANFIS. Further detail regarding the construction of the FIS
can be found in the online MathWorks documentation [19]. One
parameter of particular interest is the number of clusters used in fuzzy
c-means clustering. During this process, clusters are identified within
the training data, and these clusters are then employed in the genera-
tion of the FIS. The number of clusters may be specified by the user and
can have a significant effect on the results, so this study includes sys-
tems with various numbers of clusters used.

Ideally, two FISs are constructed: one that can accurately predict the
rule rate, and another that can accurately predict the cutoff distance.
Having such FISs would be helpful for optimization of the BioNetGen
model, as ideally, only a small set of training data would be needed to
train the FISs. These FISs could then be provided with the Monte Carlo
aggregate size probability distribution as the input. The FISs would then
accurately predict the rule rate and cutoff distance that best corre-
sponds to that particular distribution. This method would be far less
time-consuming than multiple-parameter scans and even Metropolis-

based algorithms.
The application of FISs to the BioNetGen model is based on previous

work using a 3D geometric Monte Carlo simulation to model the ag-
gregation of IgE antibodies onto the shrimp allergen tropomyosin [17].
For this simulation, isosurface models of Pen a 1 were created from all-
atom structures of shrimp tropomyosin. These structures were obtained
from the Protein Data Bank (PDB:1CG1) and the Structural Database of
Allergenic Proteins (SDAP Model #284) [12,13]. The tropomyosin
molecule used contains 568 amino acids and 4577 atoms. It is a dimer
and has a double-stranded coiled structure.

In previous work, three different conformations of the Pen a 1
molecule were studied in terms of the results of the Monte Carlo model,
namely the aggregate size probability distributions. In addition, various
resolutions of the Monte Carlo model were used to determine how the
model resolution affects the results. In a previous study, a rule-based
model implemented in BioNetGen that implicitly represents antigen
geometry was used to quantify the differences in the Monte Carlo re-
sults that arise as a result of different allergen conformations and re-
solutions of the Monte Carlo model [10,11]. This work employed a
method to construct sets of rules based directly on the distances be-
tween the IgE binding regions of the tropomyosin. With this method,
once the cutoff distance is specified, the set of rules is constructed ac-
cording to the cutoff distance and the distances between the binding
regions. Hence, the number of rules in the model varies according to the
cutoff distance.

In this work, the ANFIS method, implemented in MATLAB, was used
to train the FISs. The FISs were constructed using fuzzy c-means clus-
tering with existing aggregate size data from BioNetGen model para-
meter scans as the training data. Either an RSS value or some of the 13
possible aggregate size probabilities were used as input variables, and a
rule rate or cutoff distance was the model output. For the final test, all
of the Monte Carlo aggregate size probabilities were used as input
variables for the FIS. A flowchart illustrating the relationships between
the components of the method is shown in Fig. 1.

The performance of the FISs was evaluated by calculating the per-
cent error between the output values generated by the FIS and the ac-
tual values, and by simply observing the output values and seeing if
they are reasonable for my expectations of the particular model. This
point is further discussed in the Results section. For the final test, the
FIS was evaluated by comparing the RSS values to the minimum RSS
value predicted by the Metropolis algorithm.

Fig. 1. Flowchart showing the interdependence between the various components of the overall method.
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2.1. Metropolis algorithm

Previously, an algorithm based on the Metropolis algorithm was
employed to optimize the rule rate. This algorithm searches for the
minimum RSS value between the Monte Carlo data and the BioNetGen
rule-based modeling data. The algorithm is described in detail in Ref.
[11] and will be summarized here as follows.

If the current RSS value is σc, the current rule rate is kc, the RSS
value for a new rate constant kn is σn, and the difference between σn and
σc is σΔ , then the rule rate is determined according to the following:

If >σ σn c, then =σ σc n & =k kc n w/prob. −e σ TΔ /

If >σ σn c, then =σ σc c & =k kc c w/prob. − −e1 σ TΔ /

If ≤σ σn c, then =σ σc n & =k kc n w/prob. 1.
If σn is greater than σc, then σn is accepted with a probability that is

dependent on σΔ and the simulated annealing temperature T. If σn is
accepted, then the rule rate is incremented by the specified step size. If
σ is decreasing, then a step size of 1x −10 5 molecule-1 −s 1 is used to de-
termine the next σn; otherwise, a step size of 1x −10 4 molecule-1 −s 1 is
used.

On the other hand, if σn is rejected, then a new rule rate will be
selected randomly from the entire range of possible rule rate values,
from 0.00 to 0.40 molecule-1 −s 1.

2.2. Computational experiments

In order to construct a fuzzy system using ANFIS, the genfis3
function in MATLAB was first run to create a Sugeno-type FIS structure
using fuzzy c-means clustering to extract a set of rules and membership
functions that model the training data. This function allows the speci-
fication of the number of clusters used to model the data. This para-
meter was varied throughout this study. The other parameters were set
to their default values; the number of training epochs was set to 10, the
initial step size was set to 0.01, the step size increase rate was set to 1.1,
and the step size decrease rate was set to 0.9.

The data used to train the FIS consisted of the rule rates, the ag-
gregate size probability distributions, the cutoff distances, and the RSS
values. This data was obtained by running a parameter scan of the rule
rate from 0.000 − −molecule s1 1 to 0.020 − −molecule s1 1 with a step size of
0.001 − −molecule s1 1 over a range of cutoff distances from 3.5 nm to
10.0 nm with a step size of 0.1 nm. This training set consists of 1365
data points and is included in the supplementary information files for

this article.
Before developing the more complex multiple-input FIS, there is

another type of FIS that was developed that could be applied to opti-
mization: a single-input FIS that uses an RSS value as an input variable
and the rule rate or cutoff distance as the output. The disadvantage of
this FIS is that it is not known what the minimum possible RSS value is;
however, the author has an idea from previous experience with the
biological models of what a “good” RSS value should be. Different
“good” RSS values can be used to find an accurate rule rate or cutoff
distance. The advantage of this type of FIS is that it is far less compu-
tationally expensive than a multiple-input FIS.

In order to determine how well the FIS can predict the rule rate and
cutoff distance, five RSS values within the range of the training data are
randomly selected (but with none matching that of any of the training
values). Since the lowest RSS value is likely to be outside of the range of
the training data, it is also important to know how well the FIS performs
with this type of input. Two small RSS values below the lowest RSS
value in the range of the training data are chosen for this purpose. After
training the FIS, all of the seven RSS values are used as the input, and
the FIS is then used to predict the rule rate and cutoff distance for each
of these seven values. A simulation for the BioNetGen model is then run
using the rule rate and cutoff distance predicted by the FIS. The actual
RSS value calculated for the BioNetGen simulation is noted. Ideally, the
inputted and predicted RSS values should be similar.

3. Results

It should be noted that for all inputs, the number of fuzzy sets used
in the FIS was set to the default value set by MATLAB, which is two.
Furthermore, the form of the two membership functions was set to the
MATLAB default, which was a generalized bell-shaped membership
function.

3.1. Single-input FIS

Figs. 2 and 3 show the results of this test. Fig. 2 displays the pre-
dicted RSS values for the five randomly selected inputted RSS values
and the two non-randomly selected inputted RSS values. In this figure,
the inputted RSS values are plotted on the x-axis, and the RSS values
predicted by the FIS are plotted on the y-axis. There are five curves, one
for each of the number of clusters used in the initial construction of the

Fig. 2. RSS values for the BioNetGen models with the rule rates predicted by the FIS with various numbers of clusters using the selected RSS values as input.
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FIS. Fig. 3 displays the percent error between the inputted and pre-
dicted RSS values for each number of clusters.

From Fig. 2, it can be observed that the FIS performed the best for
this test with only 10 clusters. Furthermore, it can be observed from
Fig. 3 that the system performed especially poorly for the higher RSS
values, with errors of over 90% for two tests. This could be due to the
fact that a high RSS value may correspond to a large range of poorly
fitting data sets, while a lower RSS value corresponds with a much
smaller number of well-fitting data sets.

The lowest RSS value, 0.00004, also performed poorly, probably
because this RSS is too small to be achievable. It is well outside the
range of the training data. The system performed reasonably well for
the next lowest RSS input value, 0.0004, which is also outside the range
of the training data, but close to the minimum value found by the
Metropolis algorithm, 0.000481558. Many of the predicted RSS values
are close to this Metropolis value, which is an indication that the per-
formance of this FIS is similar to that of the Metropolis fitting algo-
rithm. Since the predicted RSS values for these two input values are all
less than 0.001, and since it is ultimately desired to use this system to
find reasonably good fits (generally corresponding to RSS values less
than 0.001), this performance is acceptable.

3.2. Random rule rates

The purpose of this test is to determine how accurately the FIS can
predict a rule rate given a set of aggregate size probabilities corre-
sponding to that rule rate. Firstly, five rule rates were selected from a
uniform distribution in the interval [0.00,0.02] − −molecule s1 1, and were
each specified as the variable rule rate for the same BioNetGen model.

The rule base varies with the cutoff distance, so for this initial test, a
cutoff distance of 4.7 nm was specified for all five BioNetGen models.
This distance was chosen because the Metropolis fitting algorithm
found that the best fitting BioNetGen model has this cutoff distance.
The BioNetGen aggregate size probability distributions were generated
for each of the five rule rates. The probability values for aggregate sizes
5 through 10 were then provided to the FIS, which was used to predict
the rule rates. (Not all 13 of the size values were used as input variables
because 13 input variables makes the model computationally in-
tractable. Aggregate sizes 5 though 10 were selected because these sizes
are most likely to correspond to values that are large enough to be
significant.) These predicted rule rates should ideally be similar to the
actual rule rates used to generate the BioNetGen model.

Table 1 and Fig. 4 show that this FIS performed well for predicting
the rule rates given a set of aggregate size probabilities generated by
BioNetGen, with most of the percent error values being less than one. It
can also be observed that the system performed better with a higher
number of clusters for this test.

3.3. Random cutoff distances

The purpose of this test is to determine how accurately the FIS can
predict a cutoff distance given a set of aggregate size probabilities
corresponding to that cutoff distance. Firstly, five cutoff distances were
selected from a uniform distribution in the interval [3.5,10.0] nm, and
were each specified as the cutoff distance for a BioNetGen model with
the same rule rates. For this test, the variable rule rate was specified as
0.00983 − −molecule s1 1 for all models. This rule rate was chosen because
the Metropolis fitting algorithm found that the best fitting BioNetGen
model has this rate. The aggregate size probability distributions were
generated for each of the five cutoff distances. These probability values
were then fed into the FIS, which predicted the cutoff distances. These
predicted cutoff distances should ideally be similar to the actual cutoff
distances used to generate the BioNetGen model.

Table 2 and Fig. 5 show that this FIS performed reasonably well at
predicting cutoff distances given a set of aggregate size probabilities
generated by BioNetGen, although some of the error values are rather
high, with a few greater than five percent and one greater than nine
percent. This could potentially pose a problem for this system, a cutoff
distance accurate to within 0.1 nm is desired according to the cutoff
distance step size. As it stands, this FIS is better suited to finding an

Fig. 3. Percent error between the inputted and predicted RSS values.

Table 1
Rule rates predicted by the FIS compared with the actual rule rates.

Selected rate Clusters

10 30 50 80 100

× −3.26 10 3 × −3.01 10 3 × −3.26 10 3 × −3.26 10 3 × −3.27 10 3 × −3.29 10 3

× −7.43 10 3 × −7.02 10 3 × −7.47 10 3 × −7.42 10 3 × −7.42 10 3 × −7.43 10 3

× −7.91 10 3 × −7.43 10 3 × −8.07 10 3 × −7.92 10 3 × −7.91 10 3 × −7.91 10 3

× −9.76 10 3 × −9.88 10 3 × −9.69 10 3 × −9.75 10 3 × −9.76 10 3 × −9.77 10 3

× −1.78 10 2 × −1.78 10 2 × −1.78 10 2 × −1.78 10 2 × −1.78 10 2 × −1.78 10 2
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approximate “best” cutoff distance that can then be used to select a
small range of cutoff distances that can be further optimized to find the
true best cutoff distance (and rule rate). It can also be observed that the

system tends to perform better with a higher number of clusters for this
test.

3.4. Monte Carlo model prediction

The final test of the FIS is whether the Monte Carlo data can be used
as input to predict a rule rate and a cutoff distance that correspond to a
good fit. In this test, a set of Monte Carlo aggregate size probabilities
was provided to the FIS, and the rule rate and cutoff distance were then
predicted. These predicted values are shown in Table 3 and Table 4. The
predicted rule rate and cutoff distance were tested by using these values
as the rule rate and cutoff distance in the BioNetGen model, generating
the aggregate size distribution from BioNetGen, and comparing this
distribution to the Monte Carlo data. Since it is not known what the
optimal RSS value is, the results are compared to that of the Metropolis-

Fig. 4. Percent error between the actual and predicted rule rates.

Table 2
Cutoff distances predicted by the FIS compared with the actual cutoff distances.

Selected distance Clusters

10 30 50 80 100

4.31 4.71 4.66 4.54 4.55 4.55
5.86 5.72 5.84 5.81 5.80 5.80
6.90 6.55 6.61 6.84 6.81 6.79
7.84 8.03 8.13 8.13 8.13 8.11
8.83 9.51 9.40 9.40 9.44 9.42

Fig. 5. Percent error between the actual and predicted cutoff distances.
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based optimization algorithm to see how well the FIS compares.
The minimum RSS value found for this BioNetGen model using a

Metropolis-based algorithm is 0.000481558. Comparing this value with
the results in Table 5, it can be observed that all of the FIS-predicted
values are at least one order of magnitude higher than this value. It can
also be noted that the performance of this system is inconsistent, and
many RSS values are unacceptably high (greater than 0.01). This FIS
needs improvement before it can be used as a tool for finding best fits.

4. Conclusions

The purpose of this study was the creation of a FIS that can accu-
rately predict best-fit rule rates and cutoff distances for a BioNetGen
rule-based model. Different FISs were tested using three different FIS
input variables: (a) an RSS value, (b) a set of aggregate size prob-
abilities, and (c) a set of aggregate size probabilities directly from the
Monte Carlo simulation data. (System (a) corresponds to Section 3.1 of
the article, System (b) corresponds to Sections 3.2 and 3.3, and System
(c) corresponds to Section 3.4). For System (a), the output of interest is
the RSS value predicted by the FIS. For System (b), the outputs of in-
terest are the predicted rule rate and cutoff distance, which are sepa-
rated into two different tests. For System (c), the previous two systems
are combined such that the output of interest is the RSS value calcu-
lated using the rule rate and cutoff distance predicted by the FIS.

A FIS corresponding to (a) or (c) would be especially useful for this
optimization problem. The FIS based on (a) performed well for low RSS
values and could potentially be used to predict rule rates and cutoff
distances that result in a good fit for the BioNetGen model (although it
will not necessarily find the best possible fit, it could come very close).
The FIS based on (b) consistently performed well at predicting rule
rates, but its prediction of cutoff distances was rather inaccurate.

However, this system could still be used to narrow down the range of
cutoff distances. Finally, the FIS based on (c) performed poorly overall.
It can also be noted that the optimal number of clusters varies de-
pending on the type of input. For most tests, a higher number of clusters
was linked to better performance of the FIS, although this was not al-
ways the case.

The results of this study suggest that the use of a FIS for fitting
parameters of a biological model has the potential to be effective and
efficient. Future work on this problem could involve testing fuzzy
training algorithms other than ANFIS and clustering or rule construc-
tion algorithms other than fuzzy c-means clustering. Furthermore,
ANFIS and clustering parameters other than the number of clusters,
such as change in step size rate, training epoch number, and initial step
size, could be tested to see if any of these parameters have a significant
effect on the FIS performance.
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